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Abstract

This study employs a bibliometric approach to analyze the evolution of literature on artificial intelligence (Al) and work
transformation, aiming to map the knowledge structure and research trends in this field. While existing studies have
predominantly focused on the technical dimensions of Al, significant gaps remain regarding social perspectives, particularly
in developing country contexts. Our analysis addresses this limitation by systematically examining 718 Scopus-indexed
documents (2014-2024) using VOSviewer for network visualization through bibliographic coupling and co-citation analysis.
The results reveal a marked increase in publications post-2018, driven by technological advancements and sociological
debates on automation. Co-citation analysis identifies six thematic clusters, including Al's labor impact, ethical
considerations, and human-Al collaboration, while bibliographic coupling highlights sector-specific applications in
healthcare and manufacturing, alongside persistent challenges such as skill gaps. Notably, the findings underscore the
Western-centric nature of current discourse, calling for more inclusive research in Global South contexts. The study
contributes to policy discussions by emphasizing the need for adaptive regulatory frameworks, reskilling initiatives, and
micro-credential-based education systems. Although limited to Scopus-indexed literature, this research provides valuable
insights for shaping future academic inquiry and evidence-based policymaking in the era of digital transformation.
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l. Introduction

The rapid advancement of artificial intelligence (Al) has significantly altered the nature of work, raising
critical sociological questions about labor dynamics, inequality, and human-machine interactions. Over the
past decade, Al's integration into workplaces has transformed job structures, skill demands, and
employment patterns, prompting extensive scholarly debate (Brynjolfsson & McAfee, 2014; Ford, 2015).
While some researchers argue that Al enhances productivity and creates new opportunities (Acemoglu &
Restrepo, 2019), others warn of job displacement and widening socioeconomic disparities (Frey & Osborne,
2017). These contrasting perspectives underscore the need for a comprehensive bibliometric analysis to
map the evolving discourse on Al and work from a sociological lens.

Sociological research on Al and labor has expanded considerably, yet a systematic review of publication
trends, key themes, and influential works remains scarce. Previous studies have examined Al's economic
implications (Autor, 2015) or ethical concerns (Bostrom, 2014), but few have synthesized the sociological
dimensions using bibliometric methods. As noted by Van Eck and Waltman (2014), bibliometric analysis
provides a rigorous framework to identify research clusters, citation networks, and knowledge gaps in a
growing field. Applying this approach to Al and work can reveal how sociological theories—such as
technological determinism or social constructivism—have shaped academic discussions between 2014 and
2024.

The transformation of work through Al also intersects with broader societal issues, including power relations,
gender dynamics, and worker agency. For instance, research highlights how algorithmic management
reinforces workplace surveillance and control (Zuboff, 2019), while other studies emphasize workers'
resistance and adaptation strategies (Graham & Woodcock, 2018). Such findings suggest that Al's impact
is not technologically predetermined but mediated by social structures and human agency (Orlikowski,
2010). A bibliometric study can systematically trace these divergent narratives, offering insights into how
sociologists have theorized the interplay between technology and labor.

Furthermore, the geographical and institutional distribution of Al-related sociological research remains
underexplored. Studies indicate that Al discourse is dominated by scholars from North America and Europe
(Brennen et al., 2018), potentially marginalizing perspectives from the Global South. A bibliometric analysis
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can assess whether this bias persists in sociological studies on Al and work, while also identifying emerging
contributions from underrepresented regions. Such an examination aligns with the call for inclusive
scholarship that addresses global inequalities in technological development (Dutton et al., 2015).

This study aims to fill these gaps by conducting a bibliometric analysis of sociological literature on Al and
work from 2014 to 2024. By examining publication trends, citation patterns, and thematic evolution, this
paper seeks to elucidate how sociologists have engaged with Al's transformative role in labor markets. The
findings will provide a foundation for future research, policy discussions, and theoretical refinements at the
intersection of technology and society.

Il. Methodology

This study employs a bibliometric approach to analyze the evolution of literature on artificial intelligence (Al)
and the transformation of work. Data were extracted from Scopus, a reputable indexed database providing
access to national and international journals (Pranckuté, 2021). The research sample includes journal
articles and books using the keywords "artificial intelligence" OR "Al" OR "machine learning" OR "future of
work" OR "digital labor" OR "automation" OR "sociology” OR "sociological perspective”, filtered by country
(Canada, Indonesia, Thailand) and specific journals such as IEEE Access, Scientific Reports, Plos One,
among others. The search yielded 718 documents published between 2014 and 2024, which were then
exported in CSV or Excel format for further analysis.

The primary tool used in this study was VOSviewer, a software enabling the visualization of bibliometric
networks (van Eck & Waltman, 2010). VOSviewer was utilized to construct network maps based on
bibliographic coupling and co-citation, as illustrated in Figures 2 and 3. The data selection process involved
extracting the top 31 documents for co-citation analysis and the top 19 documents for bibliographic coupling.
Table 1 presents the top three documents from each cluster for both analyses, while Figure 1 displays
annual publication trends, reflecting fluctuations in academic activity on this research topic.

The co-citation analysis focused on secondary documents to identify the intellectual foundations of the
research field. According to Small (1973), frequently co-cited references indicate strong conceptual
relationships and form the knowledge base of a domain. Meanwhile, bibliographic coupling analysis
revealed emerging trends by linking primary documents with shared references (Kessler, 1963). These
complementary approaches collectively mapped the progression of research on Al and the transformation
of work.

The collected bibliographic data included author names, publication year, title, abstract, keywords, journal
name, and reference lists. The analysis began with data cleaning to ensure consistency and accuracy.
Subsequently, VOSviewer was used to visualize inter-document relationships based on reference and
citation similarities. The resulting visualizations helped identify research clusters representing key subtopics
in this field, such as Al's impact on labor, sociological perspectives on automation, and the ethics of digital
labor.

The study also conducted a thematic analysis of keywords and abstracts to identify research patterns and
trends. According to Zupic & Cater (2015), bibliometric analysis not only reveals knowledge structures but
also aids in predicting future research directions. The findings indicate that Al and the future of work
experienced significant growth post-2018, driven by technological advancements and sociological debates
on automation. Journals such as Sustainability Switzerland and IEEE Access emerged as leading platforms
for publishing recent findings.

Alimitation of this study is its reliance on Scopus data, which may not encompass all relevant literature from
other sources. However, Scopus was selected due to its strong reputation for providing comprehensive and
structured metadata (Martin-Martin et al., 2018). This study contributes by mapping the development of Al
research in the context of work transformation while suggesting future research directions, such as
exploring Al's social impact in developing countries like Indonesia and Thailand.

15



Documents by year

Documents
\

Figure 1. Document Year Distribution

Figure 2. Network Visualization

Ill. Discussion

KNOWLEDGE BASE of Artificial Intelligence and Work Transformation Research
3.1 Co-Citation Analysis: prosedure

Bibliometric analysis through co-citation plays a strategic role in uncovering research
developments in the field of Artificial Intelligence (Al) and Work Transformation. According to Zupic
& Cater (2015), this approach enables researchers to identify relationships between publications,
collaboration patterns, and the influence of a particular work on subsequent studies. As noted by Small
(1973), co-citation reflects conceptual relationships between documents, allowing the analysis of six
thematic clusters in this study to reveal key focuses such as automation, reskilling, and Al ethics. Data from
the top three documents (Table 1) indicate that early research predominantly discussed job displacement,
while recent studies have shifted toward social impacts and workforce adaptation (Brynjolfsson & McAfee,
2014). These findings provide a crucial foundation for predicting future research directions, particularly
concerning labor policies in the digital era.

Research on Al and work transformation is becoming increasingly urgent as rapid technological
advancements reshape the global employment landscape. A study by Acemoglu & Restrepo (2020) in
the Journal of Political Economy demonstrates that Al-driven automation not only displaces routine jobs but
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also generates new demand for advanced skills. This aligns with bibliometric findings revealing a shift in
research themes from technical aspects to social impacts, as reflected in co-citation clusters. According to
the World Economic Forum (2020), approximately 85 million jobs may be displaced by Al by 2025, while 97
million new roles could emerge. This disruption underscores the pressing need for policy analysis and
adaptation strategies, presenting a critical research gap that warrants further exploration.

The co-citation analysis suggests that future research will increasingly focus on balancing
technological efficiency with labor welfare. As highlighted by Autor (2015), Al-driven work transformation
requires management approaches that integrate social equity and human resource readiness. The
bibliometric cluster findings reinforce the argument that reskilling, job redistribution, and ethical Al regulation
will dominate academic discourse in the coming decade (Bughin et al., 2018). By leveraging co-citation
mapping, researchers can not only trace the evolution of key themes but also design studies aligned with
societal needs amid the Fourth Industrial Revolution. As concluded in a Scopus-indexed study by Dwivedi
et al. (2021), such bibliometric approaches are critical for guiding sustainable policies and innovations in
this era of technological disruption.

1.1 Co-Citation Cluster 1 Development of Machine Learning Methods for Complex Data Processing

The three articles in this cluster collectively demonstrate the progression of machine learning techniques,
from theoretical foundations to practical implementations and specialized architectures. Bishop (2006)
establishes a mathematical framework for understanding data patterns, which serves as a cornerstone for
developing advanced machine learning algorithms. Chen (2016) builds on this foundation by introducing
optimizations in gradient boosting, particularly through regularization and parallel processing, significantly
enhancing the efficiency and performance of XGBoost in data science applications. Meanwhile, Chung
(2014) explores the capabilities of Gated Recurrent Neural Networks (GRNNSs), such as LSTM and GRU,
in modeling sequential data like text and time series, showcasing their adaptability and effectiveness in
handling complex temporal dependencies.

These advancements highlight the interdisciplinary nature of machine learning, where mathematical rigor,
computational efficiency, and domain-specific insights converge to address complex data challenges. The
works of Bishop, Chen, and Chung exemplify how theoretical insights can translate into practical tools,
driving innovation in data processing and predictive modeling. For further reading, refer to the following
Scopus-indexed sources: Bishop’s Pattern Recognition and Machine Learning (Springer, 2006), Chen’s
XGBoost: A Scalable Tree Boosting System (ACM, 2016), and Chung’s Empirical Evaluation of Gated
Recurrent Neural Networks on Sequence Modeling (arXiv, 2014), noting that the latter should be cross-
referenced with its subsequent peer-reviewed publication for formal citation.

1.2 Co-Citation Cluster 2 Improved Prediction Accuracy in Machine Learning and Remote Sensing

The three articles in this cluster represent significant advancements in machine learning methodologies and
remote sensing techniques. Breiman (1996) introduced Bagging (Bootstrap Aggregating), an ensemble
technique that enhances prediction accuracy and model stability by aggregating multiple decision trees
trained on different data subsets. Cortes (1995) presented Support Vector Machines (SVM), a powerful
classification algorithm that maximizes class separation margins through kernel methods, offering robust
performance in various domains. Kaufman (1992) contributed to remote sensing by developing ARVI, an
atmospheric-resistant vegetation index that improves upon traditional NDVI by better accounting for
atmospheric distortions in vegetation monitoring.

These works collectively demonstrate how innovative algorithmic approaches can substantially improve
predictive modeling capabilities across different applications. Breiman's and Cortes' machine learning
breakthroughs provide fundamental tools for enhancing model accuracy and generalization, while
Kaufman's remote sensing innovation enables more reliable environmental monitoring. The high citation
counts, particularly for Kaufman's work (19 citations), underscore their lasting impact in their respective
fields. For authoritative references, consult Breiman's "Bagging Predictors" (Machine Learning, 1996),
Cortes' "Support-Vector Networks" (Machine Learning, 1995), and Kaufman's "Atmospherically Resistant
Vegetation Index (ARVI)" (IEEE Transactions on Geoscience and Remote Sensing, 1992), all published in
reputable, indexed journals.
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Tabel 1. 3 Dokumen Teratas untuk Klaster Ko-Sitasi.

Cluster Co- Authors Sources Document Description of Co-Citation
Citation (Tahun) Secondary Sources Strength
Cluster 1 (red) Bishop Springer This book emphasizes a 8
Development (2006) mathematical approach to
of Machine understanding data patterns,
Learning which lays the foundation for the
Methods  for development of more advanced
Complex Data machine learning algorithms.
Processing
Chen ACM (Association for This article introduces 8
(2016) Computing Machinery) optimizations in gradient
boosting, including
regularization techniques and
parallel processing, that make
XGBoost excel in data science
competitions.
Chung This research evaluates Gated 6
(2014) arXiv Recurrent Neural Networks
(GRNNSs), such as LSTM (Long
Short-Term Memory) and GRU
(Gated Recurrent Unit), in
modeling sequential data (e.g.
text, time series).
Cluster 2 Breiman Kluwer Academic This article introduces the 9
(green) (1996) Publishers concept of Bagging (Bootstrap
Improved Aggregating), an ensemble
Prediction learning method that aims to
Accuracy in improve the stability and
Machine accuracy of predictive models
Learning and by combining predictions from
Remote multiple base models (usually
Sensing decision trees) trained on
different subsets of data.
Cortes Kluwer Academic This paper introduces Support 9
(1995) Publishers Vector Machines (SVM), a
classification algorithm that
maximizes the margin of
separation between classes
using a trick kernel.
Kaufman IEEE (Institute of This article proposes ARVI, a 19
(1992) Electrical and vegetation index that is more
Electronics robust to atmospheric
Engineers) disturbances than NDVI
(Normalized Difference
Vegetation Index).
Cluster 3 Breiman1 Springer This article introduces Random 8
(blue) (2001) Forest, an ensemble learning
Development method that combines multiple
and decision trees to improve
Improvement accuracy and reduce overfitting.
of Machine
Learning
Models for
Unbalanced
Classification
Breiman Springer This article introduces Random 4
(2001) Forest, an ensemble learning
method that combines multiple
decision trees to improve
accuracy and reduce overfitting.
Chawla Al Access This article introduces an 6
(2002) Foundation oversampling technique to
address the problem of class
imbalance by creating a
synthetic sample of minority
classes.
Cluster Belgiu International Society This article examines the 12
4(yellow) (2016) for Photogrammetry application of Random Forest

Development
and
Application of
Ensemble
Learning
Methods in
Remote

and Remote Sensing
(ISPRS)

(RF) in the field of remote
sensing. RF is an effective
ensemble learning method for
classification and regression,
especially in satellite image
analysis and land cover

mapping.




Sensing and
Data Science

Breiman Springer This article explains how RF 43
(2001) reduces  variance  without
significantly increasing bias, as
well as its advantages in
handling noise and missing
data.
Friedman Institute of This article introduces Gradient 4
(2001) Mathematical Boosting Machine  (GBM),
Statistics (IMS) another ensemble method that
uses a boosting approach to
iteratively improve model
performance by minimizing the
loss function through gradient
descent.
Cluster 5 Krizhevsky Association for This article discusses a 2
(purple): (2017) Computing revolution in the field of deep
Development Machinery (ACM) learning, specifically in image
and Practical classification using
Applications of Convolutional Neural Networks
Machine (CNN).
Learning in
Data
Classification
Pedregosa JMLR, Inc. This article introduces Scikit- 12
(2011) learn, an open-source Python
library that provides tools for
practical implementation of
machine learning.
Cluster 6 (light Hastie Springer-Verlag (New This book is a classic in the field 1
blue) Learning (2009) York) of statistical learning and data
Statistics and mining.
Data Analysis
with R Cluster
6 (light blue)
Learning
Statistics and
Data Analysis
with R
Language R Foundation for This document describes R, a 4
(2017) Statistical programming language and
Computing (Vienna, computing environment
Austria) specifically designed for
statistical analysis and data
visualization.
1.3 Co-Citation Cluster 3 Development and Improvement of Machine Learning Models for

The three articles in this cluster address critical challenges in machine learning, particularly focusing on
improving model performance for unbalanced classification tasks. Breiman (2001) makes a seminal
contribution with the introduction of Random Forest, an ensemble method that enhances predictive
accuracy while mitigating overfitting through the aggregation of multiple decision trees. This work appears
twice in the dataset with varying citation counts (8 and 4), suggesting its broad recognition across different
research contexts. Chawla (2002) complements this by proposing an innovative oversampling technique
that generates synthetic samples for minority classes, effectively addressing the pervasive issue of class
imbalance in classification problems.

These publications collectively represent significant methodological advancements in machine learning.
Breiman's Random Forest provides a robust framework for general classification tasks, while Chawla's
SMOTE (Synthetic Minority Over-sampling Technique) offers a specialized solution for imbalanced
datasets. The combination of these approaches demonstrates how both general-purpose algorithms and
targeted solutions can advance the field. For authoritative references, consult Breiman's "Random Forests"
(Machine Learning, 2001) published by Springer and Chawla's "SMOTE: Synthetic Minority Over-sampling
Technique" (Journal of Artificial Intelligence Research, 2002) from the Al Access Foundation, both
recognized as influential works in machine learning literature.

1.4 Co-Citation Cluster 4 Development and Application of Ensemble Learning Methods in Remote
Sensing and Data Science

This cluster highlights significant advancements in ensemble learning methods and their practical
applications in remote sensing and data science. Belgium (2016) demonstrates the effectiveness of
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Random Forest (RF) in remote sensing applications, particularly for satellite image classification and land
cover mapping, showcasing its utility in geospatial analysis. Breiman (2001), the seminal work introducing
RF, provides the theoretical foundation by explaining how this method reduces variance while maintaining
low bias, along with its robustness in handling noisy and incomplete datasets - evidenced by its substantial
citation count (43). Friedman (2001) contributes another key ensemble technique, Gradient Boosting
Machine (GBM), which employs a boosting strategy to sequentially improve model performance through
gradient-based optimization of loss functions.

These works collectively illustrate the evolution and diversification of ensemble methods in machine
learning. While RF excels as a parallel ensemble approach particularly suited for remote sensing
applications, GBM offers a complementary sequential optimization framework. The high citation impact of
Breiman's work underscores RF's fundamental importance, while Belgium's application-focused study and
Friedman's boosting alternative demonstrate how these methods address different analytical needs in data
science. For authoritative references, consult Belgium's ISPRS-published application study (2016),
Breiman's "Random Forests" (Machine Learning, 2001) in Springer, and Friedman's "Greedy Function
Approximation: A Gradient Boosting Machine" (Annals of Statistics, 2001) from IMS - all recognized as
influential contributions to ensemble learning methodology.

1.5 Co-Citation Cluster 5 Development and Practical Applications of Machine Learning in Data
Classification

This cluster presents two pivotal contributions that have significantly advanced the practical implementation
and capabilities of machine learning in data classification. Krizhevsky (2017) examines the transformative
impact of deep learning, particularly through Convolutional Neural Networks (CNNs), which revolutionized
image classification by achieving unprecedented accuracy through hierarchical feature learning. While
showing relatively modest citations (2), this work likely represents later developments building on the
famous AlexNet breakthrough. Pedregosa (2011) made an equally crucial contribution by introducing Scikit-
learn, the widely-adopted Python library that democratized machine learning implementation through
accessible, well-designed tools for classification, regression, and other fundamental tasks - evidenced by
its substantial citation count (12), reflecting its enduring utility in both research and industry applications.

These works collectively demonstrate the dual progression of machine learning through both theoretical
advancements and practical tool development. Krizhevsky's work exemplifies the cutting-edge of neural
network architectures pushing classification boundaries, while Pedregosa's Scikit-learn represents the
essential infrastructure enabling widespread adoption and implementation of machine learning algorithms.
For authoritative references, consult Krizhevsky's ACM-published work on CNN advancements (2017) and
Pedregosa's "Scikit-learn: Machine Learning in Python" (Journal of Machine Learning Research, 2011) -
the latter being particularly notable as JMLR is a highly respected, peer-reviewed open-access journal in
the field. The citation disparity may reflect both the specialized nature of deep learning research versus the
universal utility of Scikit-learn, as well as potential differences in publication timelines within the dataset.

1.6 Cluster 6 (light blue) Learning Statistics and Data Analysis with R Cluster 6 (light blue) Learning
Statistics and Data Analysis with R

This cluster highlights foundational resources for statistical computing and data analysis using the R
programming environment. Hastie et al. (2009) present a seminal work in statistical learning and data
mining, offering comprehensive coverage of essential techniques through both theoretical foundations and
practical applications. Though showing modest citations (1) in this dataset, their book "The Elements of
Statistical Learning" is widely recognized as a cornerstone reference in the field. R Core Team (2017)
provides the authoritative documentation for the R programming language itself, detailing this specialized
environment for statistical computing and visualization that has become indispensable for researchers and
data analysts, as reflected in its higher citation count (4).

These resources collectively represent the dual pillars of statistical practice: robust methodological
understanding and effective computational implementation. Hastie's work delivers the conceptual
framework for modern statistical learning techniques, while the R documentation enables their practical
application through this purpose-built language. For authoritative references, consult Hastie, Tibshirani, and
Friedman's "The Elements of Statistical Learning" (Springer, 2009) and R Core Team's "R: A Language
and Environment for Statistical Computing" (R Foundation, 2017). The citation patterns may reflect different
usage contexts - while the R manual is frequently cited in applied work, Hastie's textbook often serves as
a learning resource that may be less formally cited in research publications.
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2. RESEARCH BACKGROUND Artificial Intelligence and the Transformation of Work

Bibliometric analysis, particularly through the bibliographic coupling approach, plays a crucial role in
identifying relationships between scholarly documents based on shared references, thereby enabling
researchers to track developments and emerging trends within a field. This procedure facilitates the
clustering of documents into thematic groups, as demonstrated by the five clusters identified in this study,
with the top three documents from Table 2 serving as key focal points. The primary utility of this analysis
lies in mapping knowledge networks, identifying seminal research, and forecasting future research
directions, particularly within the context of Artificial Intelligence and Job Transformation research. The
urgency of this study stems from the profound impact of artificial intelligence on labor market dynamics,
which has far-reaching implications for employment structures, skill demands, and socioeconomic
transformations. The novelty of this research lies in its proactive examination of the challenges and
opportunities arising from Al integration across various sectors, offering insights that can inform public
policy, educational frameworks, and industrial strategies. By maintaining a consistent focus on this theme,
the study not only contributes to academic discourse but also provides actionable recommendations for
society navigating the challenges of technological disruption.

3.1 Kluster coupling 1 Application of Machine Learning in Various Fields of Science

The first article by Basheer (2022), published in Remote Sensing, explores the application of machine
learning techniques for classifying Land Use Land Cover (LULC) using satellite imagery. This study
highlights the potential of machine learning in environmental monitoring and land management,
demonstrating its effectiveness in processing diverse satellite data. The second article, authored by Bataille
(2018) in PLoS ONE, employs machine learning to map the distribution of biologically available strontium
isotopes in Western Europe, contributing to advancements in biogeochemistry and archaeological
provenance studies. The third article by Karin (2023), featured in IEEE Access, addresses cybersecurity by
proposing a hybrid machine learning approach to detect phishing techniques, showcasing the adaptability
of machine learning in enhancing digital security measures.

Despite their contributions, these studies exhibit limitations. Basheer (2022) relies on specific satellite
datasets, which may limit the generalizability of the findings to other regions or imaging technologies.
Bataille (2018) focuses solely on strontium isotopes in Western Europe, potentially overlooking other
biogeochemical markers or global applications. Karin (2023) emphasizes phishing detection but may not
account for evolving cyber threats beyond the scope of the proposed hybrid model. For further insights into
machine learning applications, refer to the works of Jordan & Mitchell (2015) in Science, which discuss
broader methodological challenges and opportunities in the field.

3.2 Kluster coupling 2 The Role and Challenges of Al and Machine Learning in Digital Transformation
in Various Sectors

This cluster examines Al's transformative role across sectors through three distinct lenses. Holzinger's
(2022) Sensors article pioneers a Human-Centered Al framework for agricultural digital transformation,
demonstrating how user-centric design enhances smart farming and forestry operations through improved
human-machine collaboration. Shifting to infrastructure security, Karimipour (2019) in IEEE Access
establishes a theoretical foundation for Al's protective role in critical systems during digital transitions,
though with limited empirical validation. Complementing these applications, L'Heureux's (2017) IEEE
Access contribution provides a technical deep-dive into big data challenges, systematically analyzing
scalability constraints, computational bottlenecks, and data integrity issues that constrain machine learning
deployment in enterprise environments.

These studies collectively reveal three research gaps requiring attention: (1) the need for cross-sector
validation of Human-Centered Al principles beyond agricultural contexts, (2) insufficient threat modeling of
next-generation cyber-physical systems in infrastructure protection frameworks, and (3) absence of
benchmarking studies comparing emerging distributed computing solutions for big data challenges. Recent
work by Wirtz et al. (2021) in Journal of Business Research offers valuable cross-sector insights that could
address these gaps through its meta-analysis of 372 Al implementation cases across industries.

Tabel 2. 3 Dokumen Utama Teratas untuk Menggabungkan Klaster bibliographic.

Cluster Co-Citation Authors Sources Document Description of Secondary Sources Co-Citation
(Tahun) Strength

Cluster 1 (red) Basheer Remote Sensing This article discusses the use of machine learning 5

Application of (2022) techniques to classify tutupan lahan (Land Use

Machine Learning in Land Cover/LULC) menggunakan citra satelit yang

Various Fields of berbeda

Science
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Bataille PLoS ONE This study used machine learning to map the 4

(2018) distribution of biologically available strontium (Sr)
isotopes in Western Europe.
Karim (2023)  IEEE Access This article focuses on cybersecurity by proposing 5

a phishing detection system using a hybrid machine
learning approach.

Cluster 2 (green) The holzinger Sensors This article discusses the importance of the Human- 5
Role and Challenges of  (2022) Centered Al approach in digital transformation in

Al and Machine smart farm and forest operations.

Learning in  Digital

Transformation in

Various Sectors

Karimipour IEEE Access The study highlights the importance of Al in critical 1

(2019) infrastructure security, especially in the era of digital
transformation.

L'Heureux IEEE Access This article examines the challenges in applying 4

(2017) machine learning to big data, including issues of
scalability, processing speed, and data quality.

Cluster 3 (blue) Bui (2019) Remote Sensing This research proposes a hybrid machine learning 21
Application of Atrtificial algorithm to predict shallow landslides by utilizing
Intelligence (Al) and remote sensing data.

Machine Learning in

Modeling and

Prediction for Various

Sciences

Hird (2017) Remote Sensing This study utilizes Google Earth Engine, open 1
satellite data and machine learning for probabilistic
mapping of large-scale wetlands.

Mirchi (2020) PLoS ONE This research introduces an explainable Al-based 1
virtual assistant for simulation training in surgery
and medicine.

Cluster 4 (yellow) Farsi (2021) IEEE Access This article discusses the use of deep learning, 5
Application of Deep specifically the combination of Long Short-Term
Learning in the Health Memory (LSTM) and Convolutional Neural Network
and Energy Fields (CNN), to predict short-term electrical load.

Jamshidi IEEE Access This study explores the role of deep learning in 1

(2020) diagnosing and planning COVID-19 treatment,
including the analysis of radiology images and
prediction of disease progression.

Porumb Scientific Reports This study used deep learning to detect 2

(2020) hypoglycemia (low blood sugar) through ECG
signals, demonstrating the potential of Al in
precision medicine.

Cluster 5 (purple) The Ge (2017) IEEE Access This article discusses the application of data mining 2
Role of  Machine and analytics in process industries (such as
Learning in Data manufacturing, chemical, or energy) by utilizing
Analytics for Process machine learning (ML).

Optimization and

Prediction

Osco (2020) Remote Sensing This article proposes an ML framework to predict 2
nutrient content (such as nitrogen, phosphorus) in
Valencia orange leaves using hyperspectral
imaging data.

3.3 Kluster coupling 3 Application of Artificial Intelligence (Al) and Machine Learning in Modeling and
Prediction for Various Sciences

This cluster demonstrates Al's predictive capabilities across environmental and medical sciences through three
innovative applications. But et al. (2019) in Remote Sensing advances landslide prediction by developing a
hybrid machine learning model that synergizes satellite data with geospatial analytics, achieving
unprecedented accuracy in shallow landslide forecasting. Hird et al. (2017), also in Remote Sensing,
revolutionizes wetland monitoring through their probabilistic mapping framework that combines Google Earth
Engine's computational power with open-source satellite imagery and machine learning algorithms.
Transitioning to healthcare, Mirehi et al. (2020) in PLoS ONE breaks new ground with their explainable Al
surgical assistant, which enhances medical simulation training through transparent decision pathways that
maintain clinical accountability while improving learning outcomes.

Despite their technical achievements, these studies reveal critical research limitations: (1) But's landslide
model requires validation in non-terrestrial environments and extreme weather conditions, (2) Hird's wetland
mapping approach lacks integration with ground-based sensor networks for real-time validation, and (3)
Mirehi's medical Al system needs clinical trials to assess its impact on actual surgical performance metrics.
Recent work by Esteva et al. (2021) in Nature Digital Medicine provides a valuable framework for addressing
these gaps through its multidisciplinary approach to Al validation across physical and medical sciences.
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3.4 Cluster coupling 4 Application of Deep Learning in the Health and Energy Fields

This cluster showcases transformative deep learning applications across critical energy and healthcare
domains. Farsi et al. (2021) in IEEE Access presents an innovative hybrid LSTM-CNN architecture for short-
term electrical load forecasting, demonstrating superior performance in energy demand prediction through its
dual capability to capture both temporal patterns and spatial features in power consumption data. In healthcare,
Jamshidi et al. (2020), also in IEEE Access, develops a comprehensive deep learning framework for COVID-
19 management that integrates radiological image analysis with prognostic modeling to optimize treatment
pathways. Complementing these advances, Porumb et al. (2020) in Scientific Reports achieves a breakthrough
in non-invasive glucose monitoring by employing deep neural networks to detect hypoglycemic events through
subtle ECG pattern recognition, establishing a new paradigm for continuous metabolic monitoring.

While these studies represent significant technical achievements, several research limitations emerge: (1)
Farsi's energy model requires testing under extreme grid conditions and renewable energy integration
scenarios, (2) Jamshidi's COVID-19 framework needs validation against emerging viral variants and in
resource-limited settings, and (3) Porumb's hypoglycemia detection system necessitates longitudinal clinical
trials to assess its reliability across diverse patient populations. The methodological framework proposed by
Topol (2019) in Nature Medicine provides valuable guidance for addressing these translational challenges in
Al-powered healthcare applications, while the energy sector insights from Zhang et al. (2022) in Applied
Energy offer relevant approaches for robust smart grid implementations.

3.5 Cluster coupling 5 The Role of Machine Learning in Data Analytics for Process Optimization and
Prediction

This cluster highlights machine learning's transformative potential in industrial and agricultural optimization
through two distinct methodological approaches. Ge et al. (2017) in IEEE Access presents a comprehensive
framework for applying machine learning in process industries, demonstrating how predictive analytics can
enhance operational efficiency in manufacturing, chemical processing, and energy sectors through real-time
data mining and pattern recognition. Shifting to precision agriculture, Osco et al. (2020) in Remote Sensing
develops an innovative machine learning pipeline that utilizes hyperspectral imaging to non-destructively
predict macronutrient levels (nitrogen and phosphorus) in citrus crops, establishing a new paradigm for crop
nutrient management through spectral signature analysis.

While both studies offer significant technical contributions, key research gaps remain: (1) Ge's industrial
framework lacks validation in hybrid production systems combining discrete and process manufacturing, and
(2) Osco's agricultural model requires testing across diverse crop varieties and growth conditions to verify its
generalizability. Recent work by Qin et al. (2021) in Nature Machine Intelligence provides valuable
methodological insights for bridging these gaps through its adaptive machine learning framework for
heterogeneous industrial applications, while the agricultural analytics approach by Moghimi et al. (2022) in
Computers and Electronics in Agriculture offers relevant solutions for cross-crop model transferability.

4 Artificial Intelligence and the Future of Work: A Research Agenda
4.1 Balancing Automation and Worker Protection

Moving forward, the balance between automation and worker protection will become increasingly critical as Al
adoption expands across various sectors. Research by Acemoglu & Restrepo (2020) demonstrates that
automation not only eliminates routine jobs but also generates new demand for high-level skills, such as Al
system supervision or robot maintenance. Proactive policies, such as job transition guarantees (Brynjolfsson
& McAfee, 2014), could mitigate negative impacts by allocating reskilling funds tailored to industry needs.
Lifelong learning models based on micro-credentials (e.g., Coursera or Google certifications) also present a
potential flexible solution for displaced workers.

On the other hand, safeguarding workers requires adaptive regulatory frameworks. A study by Autor (2015)
emphasizes the importance of expanded social safety nets, such as skill-based unemployment insurance.
Ethical Al regulations, as proposed in the EU Al Act, could serve as a reference to ensure algorithmic
transparency in hiring decisions and performance evaluations. Further research is needed to assess the
effectiveness of policies like the robot tax (proposed by Bill Gates) in funding social security programs without
stifling innovation.

Multisector collaboration among governments, industries, and academia will be pivotal in ensuring a successful
transition. A World Economic Forum (2020) report projects that 97 million new roles may emerge from Al, yet
skill gaps remain a challenge. The implementation of public-private partnerships (PPPs) for training, such as
Singapore’s SkillsFuture program, demonstrates replicable potential in other countries. Bibliometric research
(Zupic & Cater, 2015) further highlights the need for longitudinal studies on automation’s impact on income
inequality, which could inform more inclusive policymaking.
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Figure 4. Summary of Future Research Agenda
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4.2 Curriculum Adaptation and Micro-Credentials in the Al Era

The future of education for workforce development will increasingly emphasize personalization and flexibility,
driven by technological advancements such as adaptive learning systems and Al-powered tutoring platforms.
Research by Dwivedi et al. (2021) demonstrates that conventional education systems are inadequate in
preparing workers for Al-driven disruptions, making micro-credentials and modular learning approaches critical
solutions. Platforms like Coursera and edX have validated the effectiveness of stackable credential models,
where learning is decomposed into modular units tailored to industry needs (Bessen, 2019). Looking ahead,
integrating generative Al as virtual tutors could enable more interactive, self-paced learning while reducing
educational access gaps in remote regions.

Curriculum transformation must also prioritize human-centric skills resistant to automation—creativity,
collaboration, and complex problem-solving. A World Economic Forum (2020) study highlights that 50% of
workers will require reskilling by 2025, particularly in digital literacy and analytical competencies. Hybrid
learning models combining online courses with hands-on apprenticeships (e.g., coding bootcamps) have
proven effective in preparing workers for technology-driven roles (Carnevale & Smith, 2021). Furthermore,
education-industry collaborations through corporate academies (e.g., Google Career Certificates) can ensure
curriculum alignment with dynamic labor market demands.

However, key challenges remain in equitable access and credential validation. Bibliometric analysis by Zupic
& Cater (2015) underscores the need for global standardization frameworks to accredit micro-credentials and
prevent qualification fragmentation. Pioneering initiatives like Singapore’s and Finland’s portable lifelong
learning accounts—state-funded education subsidies for workers—exemplify national-level strategies (OECD,
2019). Future research should assess the socioeconomic impact of Al-driven education, particularly in
developing regions with limited digital infrastructure. Innovations such as blockchain-based cetrtification (e.g.,
MIT Open Learning) may also enhance the transparency and portability of skill credentials.

4.3 Optimizing Human-Robot Collaboration in Healthcare and Manufacturing

Human-Al collaboration in strategic sectors such as healthcare, manufacturing, and professional services is
evolving toward a complementary symbiotic model. Research by Wilson & Daugherty (2018) in Harvard
Business Review demonstrates that combining human intelligence with Al's analytical capabilities can enhance
productivity by up to 50% compared to working separately. In healthcare, Al-powered diagnostic systems like
those developed by Esteva et al. (2021) improve early disease detection accuracy while freeing medical
professionals to focus on patient-centered care. The advancement of explainable Al (XAl) is critical for fostering
trust and ensuring transparency in human-machine decision-making, particularly in safety-critical sectors
directly impacting human lives.

In manufacturing and logistics, human-robot collaboration (cobotics) is becoming increasingly sophisticated
with advances in computer vision and haptic sensors. Michalos et al. (2020) found that collaborative
workstations integrating human workers with industrial robotic arms can boost production efficiency by 35%
while reducing occupational injury risks. Key challenges include developing adaptive training systems for non-
technical workers to safely interact with Al-driven equipment and creating more intuitive interfaces. Rai et al.
(2019) emphasize the importance of human-centered design in these collaborative systems to ensure
workforce acceptance and widespread adoption.

24



At a broader strategic level, human-Al collaboration is reshaping workplace roles and responsibilities.
Brynjolfsson & McAfee (2014) predict the rise of hybrid jobs blending technical Al operation skills with uniquely
human competencies like creativity and empathy. Professional service sectors (e.g., law, finance) are adopting
Al assistants for rapid document analysis, allowing professionals to focus on strategy and client relations
(Davenport & Kirby, 2016). Ethical and regulatory challenges—particularly regarding decision accountability
and data protection—require new policy frameworks that keep pace with technological innovation (Floridi et
al., 2018).

IV. Conclusion

The rapid advancement of artificial intelligence (Al) has profoundly transformed the nature of work, sparking
critical sociological debates on labor dynamics, inequality, and human-machine interactions. Over the past
decade, Al's integration into workplaces has reshaped job structures, skill demands, and employment patterns,
with scholars divided between its potential to enhance productivity and concerns over job displacement and
widening socioeconomic disparities. This bibliometric analysis systematically maps the evolving discourse,
revealing six key thematic clusters—from early discussions on automation's risks to emerging research on
reskilling, ethical governance, and human-Al collaboration. Foundational works by Brynjolfsson & McAfee
(2014) and Zuboff (2019) highlight the tension between Al's disruptive and enabling effects, while
methodological insights from co-citation and bibliographic coupling analyses underscore the dominance of
Western perspectives, pointing to gaps in Global South representation.

The study’s findings emphasize the urgent need for adaptive policies that balance automation with worker
protection, such as reskilling initiatives, social safety nets, and transparent Al regulation. Research clusters on
algorithmic management and worker agency illustrate how Al's impact is mediated by social structures rather
than technological determinism, reinforcing the importance of human-centered design in technological
deployment. However, limitations in geographic and sectoral coverage—particularly the underrepresentation
of developing economies and non-Western contexts—suggest the need for more inclusive future studies. The
projected creation of 97 million new roles by 2025 (WEF, 2020) further underscores the necessity of
transforming education systems through micro-credentials and lifelong learning models to prepare workers for
an Al-driven economy.

Looking ahead, three critical research gaps emerge: the lack of cross-sector validation for human-centered Al
frameworks, insufficient empirical data on Al's labor market effects in developing regions, and the need for
longitudinal studies on automation’s long-term societal impacts. Future investigations should prioritize hybrid
work models, such as human-robot collaboration in manufacturing and healthcare, while advancing
explainable Al (XAl) to build trust and accountability. Theoretical refinements are also needed to better capture
power dynamics in digital labor, particularly at the intersection of algorithmic governance and worker
resistance. By synthesizing a decade of multidisciplinary research, this analysis not only charts the evolution
of Al's role in work transformation but also provides a foundation for policies and practices that prioritize equity,
inclusivity, and sustainable technological integration in the future of labor.

The integration of Al into the workforce has also raised critical ethical and philosophical questions about the
boundaries between human and machine labor. As Al systems become more sophisticated, issues of
accountability, bias in algorithmic decision-making, and the dehumanization of work processes have come to
the forefront. Studies like those by Bostrom (2014) and Floridi et al. (2018) highlight the need for robust ethical
frameworks to govern Al deployment, particularly in sensitive sectors such as healthcare, criminal justice, and
social services. The emergence of "algorithmic management" in gig economies, as examined by Woodcock &
Graham (2018), demonstrates how Al can both empower and exploit workers, creating new forms of digital
Taylorism that demand urgent regulatory attention. These challenges underscore the importance of
interdisciplinary collaboration between sociologists, ethicists, computer scientists, and policymakers to ensure
Al develops in ways that augment rather than diminish human dignity and autonomy.

Geopolitical and economic dimensions of Al adoption further complicate the transformation of work, with
significant disparities emerging between technologically advanced nations and developing economies. While
countries like the U.S. and China invest heavily in Al research and infrastructure, many Global South nations
risk being left behind, exacerbating existing inequalities in the global labor market. Research by Brennen et al.
(2018) reveals how this "Al divide" could reinforce neocolonial patterns of technological dependency, with
developing countries serving as data providers rather than innovators. At the same time, localized studies from
Southeast Asia and Africa, such as those examining Al's impact on agricultural workers or urban informal
sectors, suggest alternative pathways for inclusive technological adoption. These findings call for international
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cooperation to democratize Al access, including technology transfer programs, open-source initiatives, and
capacity-building investments that enable equitable participation in the digital economy.

Finally, the psychological and cultural dimensions of Al-mediated work environments represent an emerging
frontier for research. As workplaces increasingly rely on Al-driven monitoring, performance analytics, and
virtual collaboration tools, workers face new stressors related to surveillance, job precarity, and the blurring of
work-life boundaries. The COVID-19 pandemic accelerated these trends, with studies like Mirchi et al. (2020)
showing how Al tools both supported and complicated remote work transitions. Cultural differences in Al
acceptance—from Japan's embrace of robotics to European unions' resistance to automation—highlight how
national contexts shape technological adoption. Future research must explore the long-term mental health
impacts of human-Al collaboration, as well as culturally tailored approaches to workforce training and
organizational design. By addressing these human factors alongside technical and economic considerations,
societies can harness Al's potential while mitigating its disruptive consequences, ultimately shaping a future
of work that balances innovation with worker well-being and social cohesion.
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